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Abstract—SRAM-based reconfigurable programmable logic is widely used in commercial applications and occasionally used in space flight applications because of its susceptibility to single-event upset (SEU). Upset detection and mitigation schemes have been tested on the Xilinx Virtex II X-2V1000 in heavy-ion and proton irradiation to control the accumulation of SEUs and to mitigate their effects on the intended operation. Non-intrusive upset detection and partial reconfiguration in combination with TMR can repair the design to maintain state information. In-beam results on a simple test design demonstrate the effectiveness of these methods when used together.

I. INTRODUCTION

The advancing microelectronic technologies applied to field-programmable-gate arrays (FPGAs) in the commercial sector has resulted in higher speed and lower core voltages, improving integration and allowing lower power consumption. The decreasing costs and development time needed to implement FPGAs compared to designs using discrete logic devices have made programmable logic devices favorable in space and avionic applications as well. They offer flexibility for changing requirements, in-system and on-orbit programmability as well as potential recovery of in-flight failures.

The Xilinx Virtex II is a re-configurable SRAM-based FPGA that also has the ability to conduct partial reconfiguration or, write to the configuration memory post-configuration without disturbing operation. However, while SRAM-based memory in the FPGA is useful for reconfiguration, the static memory elements and combinational logic paths are susceptible to upset from heavy-ion particles in interplanetary space. The Virtex II has been selected for the present study because several variations of the Virtex FPGA are currently implemented in various missions as well as in several future missions. Several radiation studies have been carried out on SRAM-based FPGAs [1]-[3]. Extensive testing has also shown that, with proper mitigation, SEU induced failures can be properly controlled for the older Virtex family devices [4].

It is important to distinguish between SEU testing that is (a) static or (b) dynamic. Static testing involves quantifying upsets in the configuration memory elements without toggling clock, inputs and outputs of a fully-configured device during irradiation. Dynamic testing requires observation of a functional design under irradiation to determine the sensitivity of the combinational logic as well as upsets during transient signal propagation.

Static test results on the configuration memory of the Virtex II X-2V1000 along with projected upset rates have been reported by Yui, et al. [5]. These results are used as a comparison and baseline for data collected from recent dynamic tests. An on-going test effort is currently being conducted by the Xilinx Single-Event Effects Consortium, comprised of members from Xilinx, The Aerospace Corp., Sandia National Labs, SEAKR Engineering, Los Alamos National Lab, Information Sciences Institute, Jet Propulsion Laboratory and other currently joining members. The purpose of this effort is to study the single-event performance of complex Virtex II capabilities as well as various types of devices within the Virtex II family.

Following the static tests on the configuration memory [5], four dynamic test campaigns were conducted to understand the configuration memory, user and combinational logic in this test mode. The first two tests consist of dynamically monitoring configuration upsets during irradiation with heavy ions. The latter two tests consist of monitoring configuration, user and combinational logic and observing a functional design during irradiation while employing mitigation. The design configured into the DUT is eight shift registers clocking through a “checkerboard” pattern. Errors in the shift register output and configuration memory read operations were used to gauge the system’s performance.
II. EXPERIMENTAL DETAILS

A. Device Information

The device chosen for this study was the Virtex II X-2V1000. It was fabricated using the QPro radiation evaluation sample mask set for the XQR2V1000 but unlike the XQR-prefix device, it was produced on bulk CMOS wafers (that is, without an epitaxial layer). The mask is identical to one intended for XQR (or Xilinx QPro) line of radiation hardened Virtex devices. The absence of the epitaxial layer is unlikely to change upset cross-sections very much and is used in the XQR-line to eliminate single-event latch up. (A single-event latch up test was done separately on the XQR2V3000 and no latch ups occurred for LET up to 104 MeV-cm²/mg.)

The device is packaged in a 256-pin wire-bond standard ball gate array (BGA) package. It is fabricated on a 0.15µm CMOS 8-layer metal process and includes 40 block RAMs (737,280 total bits), 432 maximum I/Os, and 2.8M configuration bits. These devices were obtained for the sole purpose of SEU testing. The X-2V1000 was ideal for SEU characterization because it is one of two members of the Virtex II family that has a face-up die, suitable for heavy ion penetration after de-lidding. Prior to testing, the device was chemically etched to expose the die. Testing was done at the Cyclotron Institute, Texas A&M University; Lawrence Berkeley National Laboratory 88” cyclotron, UC Berkeley and at the Crocker Nuclear Laboratory, UC Davis. Devices were tested at normal incidence for an LET range of 1.5 – 63 MeV/ (cm²/mg) and proton energy of 6.8 MeV. Testing was conducted in a vacuum chamber at the Lawrence Berkeley test facility and in-air at the other facilities.

B. Test Setup

The test platform for the dynamic testing is shown in Fig. 1 and 2. It is composed of three primary components, the device-under-test (DUT), the Configuration Monitor and the Functional Monitor. The DUT is situated on a Xilinx HW-AFXBG256-200 development board incorporating a Xilinx XCV100 Virtex FPGA. The XCV100, also known as “service FPGA” acts as the “Configuration Monitor”, detecting and correcting configuration upsets under the control of a host computer. The service FPGA continuously detects and counts the number of errors in the DUT through the use of readback, a feature of Xilinx FPGAs that allow users to read the configuration memory post-configuration. The FPGA readback data from the configuration memory undergoes a bit-for-bit comparison with a mask file stored in a separate PROM, also known as “mask PROM”. Mismatches in the bit-for-bit comparison are classified as detected errors and a pulse is sent from the XCV100 to a host computer via custom Visual Basic software and 40 pin twisted-pair ribbon cables.

Once errors are detected, the service FPGA also has the ability to correct the upsets through partial re-configuration (PRC). This process, also known as “non-intrusive scrubbing”, will cause errors in the configuration memory to be corrected without interfering with the operation of the loaded design [6]. The custom Visual Basic program records and displays the errors as they occur. It also gives the user the option to continuously monitor, continuously scrub, or continuously monitor and scrub at 50% duty cycles.

The “Functional Monitor” is implemented using another FPGA, a Spartan XCS30XL, used to generate test vectors to the DUT and compare DUT outputs with expected values.
Errors in the comparison are then sent via ribbon cables to a second host computer and recorded by a different Visual Basic program. All three FPGAs are configured using Xilinx one-time programmable or in-system programmable PROMs. Counters with 9-digit LED displays on both the Configuration Monitor and Functional Monitor allowed the user to visually see configuration and functional errors as they occurred. A custom C++ software application was also available at the end of each beam run to read back the number of errors that accumulated in the configuration logic block (CLB) frames, block RAM cells and configuration control registers. The custom software is named FIVIT for Fault Injection Verification Tool and communicates with the DUT via a SelectMAP or JTAG parallel III interface. Only the JTAG interface was used in our dynamic testing. FIVIT was helpful in verifying the efficacy of the Configuration Monitor and its ability to detect and fix configuration upsets. The first two dynamic tests only monitored and corrected errors and did not include the Functional Monitor. Power was supplied to the test platform from an HP 6629A digital power supply and recorded by a separate computer and strip-charting program. An Agilent function generator was used to supply a 3.3V square wave to the clock input of the DUT.

C. Test Design

The DUT design consisted of eight simple shift registers, made of 500 flip-flops each, using roughly 40% of the available flip-flops. A second design identical to the previous design was also tested with the exception that four of the eight shift registers implemented triple module redundancy (TMR), a technique that will be further explained below. This design used about 80% of the available flip-flops. Inputs to the shift registers are provided by the Functional Monitor FPGA where a pattern of all zeroes, ones, or checkerboard can be selected by the user. The clock frequency used for these tests was 10 kHz.

Future testing will be needed to analyze the use of more complicated resources in the Virtex II such as look-up tables, multiplier blocks, and digital clock managers and their sensitivity to SEU. The amount and types of resources used are highly influential on the sensitivity of a non-mitigated design.

III. Test Results

A. Dynamic Testing

To harden the Virtex II for space applications, a design using triple module redundancy and partial reconfiguration was tested. Triple module redundancy is a design technique widely used since both user logic and logic paths are susceptible to SEUs, a fact among reconfigurable logic devices. By implementing three full copies of the base design in the FPGA, SEUs and single-event transients (SETs) are voted out as they occur in the user or combinatorial logic.

The use of partial reconfiguration [6] in the Virtex and Virtex II devices repairs errors in the configuration bitstream without disrupting the operation of the device. Scrubbing non-intrusively allows individual configuration bits to be changed (back to their correct value following an upset) in individually addressable “frames”. Prior to scrubbing, the user can choose whether to require a readback operation to determine if errors exist. A detailed picture illustrating the configuration method is found in Fig. 3.

![Fig. 3. A diagram of the device resources involved in configuration and partial reconfiguration.](image-url)
device is a likely consequence. In addition, upsets in the configuration memory creates driver contention where two inverter outputs of different states can be connected and cause a local abnormally high current. Initial configuration and scrubbing of the device is made possible through the JTAG or SelectMAP ports.

The only effective mitigation method for an SRAM-based FPGA design intended for space flight is to incorporate both TMR and scrubbing. When combined and used appropriately, single errors in the user or path logic and static errors in the memory can be corrected before the next error occurs.

Before comparing mitigated test results, it is interesting to compare configuration upsets in static and dynamic tests. Fig. 4 shows three cross-section curves for average configuration memory and block RAM upsets. Pure static test results from a simple single shift-register design are shown (solid diamonds). These are very close to the dynamic results where the configuration was being monitored continuously (the open square points). However, dynamic monitoring of the somewhat more complex eight-shift register (four with TMR) gives a significantly higher cross-section. This suggests a design dependence that is greater than the difference between static and dynamic testing (at least where dynamic is defined as continuously reading the configuration memory).

![Fig. 4. The cross-section of combined configuration memory and block RAM bits for a static test and dynamic test without mitigation efforts.](image)

TMR only, partial reconfiguration only and combined TMR and scrub designs were tested in protons and heavy ions. In each case, the user logic upsets as well as functional failure of the shift registers were strip-charted and time-stamped by the custom software during the irradiation. A functional failure is defined here to be the state where the shift register loses its ability to shift the data out correctly and is determined by a signature of a constant stream of errors. The fluence to upset can be obtained by calculating the fluence accumulated at the point of failure. When scrubbing was enabled, it was important to make certain the upset rate was less than the scrub rate. Overwhelming the test system with more upsets than it is designed to mitigate would produce misleading and erroneous data. The scrub frequency for the 2.8M configuration and 737,280 block RAM bits (3.5M total bits) used for this test was 20 MHz, the maximum frequency of our communication hardware and software. However, this scrub frequency was reduced by half due to the fact that the test mode used most often was alternating readback and scrub cycles. Therefore, in order to maintain conditions suitable for the scrub rate, the maximum upset rate is 3 upsets/second. This provided a challenge during testing as the flux, fluence and experimental results had to be carefully balanced to guarantee meaningful test data.

Before testing with heavy ions, the test vehicle was brought to the Crocker Nuclear Laboratory for proton testing to verify its functionality as well as to obtain preliminary results to compare with previous non-mitigated data. TMR and partial reconfiguration mitigation methods were tested at 6.8 MeV. A scatter plot of the fluence vs first functional failure is shown in Figure 5. A slightly higher fluence is observed for runs employing partial reconfiguration and one run for TMR. The highest fluence level for a non-mitigated design is about twice than the highest fluence for other designs. No functional errors were recorded for the design using both TMR and partial reconfiguration.

![Fig. 5. A scatter plot of the fluence to first functional failure for protons.](image)

A summary of the test results from the heavy ion test can be seen in Figure 6. Five test runs with low upset rates from each mitigation category are compared. When mitigation such as TMR is used in the design, a decrease of roughly 25% in frequency of functional errors is seen. When partial reconfiguration is implemented, functional errors decrease by about 40%. When both mitigation methods are used in conjunction to repair configuration memory upsets as well as user logic upsets, no functional errors in the shift register were observed. However, it should be noted that a single bit error was seen in one shift register output during one of the beam runs where TMR and PRC was used. Some of the possible
causes of this event could be an unscrubbed single-event transient or an ion strike to the enable pin of the TMR minority voter [7]. Although the probability of seeing an error just prior to or following a scrub is also not impossible, a mitigated design is useful in controlling the upsets as they occur.

A comparison of cross-section for first functional errors is given in Fig. 7. The varied scattering seen before in Fig. 5 is replicated here and is a function of Poisson’s probability distribution, a mathematical computation of the probability of atypical events occurring in a given time period. Overall, a majority of the cross-sections for the non-mitigated design are slightly higher than all points for a design using TMR and a few points using scrubbing. The present data is constrained by limited statistics and would be helped by additional testing.

The dynamic test vehicle had two POR SEFI detection mechanisms, one in the Configuration Monitor service FPGA and one in the Functional Monitor. The service FPGA continuously monitors the state of the “DONE” pin of the device for a transition to low, a sign that the POR SEFI has occurred. When this occurs, the service FPGA will automatically reconfigure the DUT and increase the
number in an internal SEFI counter. The “DONE” signal was also routed to the Functional Monitor for observation along with two feed-through signals added to the DUT design. Pin assignments for these two signals were chosen to be in close proximity to each other. An unexpected state in any of these feed-throughs would indicate that the configuration memory was likely to be severely corrupted and has lost the ability to maintain its configuration.

Corrupted bits in the frame address register (FAR) were also continuously watched. The FAR register contains the address in the configuration data frames where partial reconfiguration will begin for either the SelectMAP or JTAG port. It is recommended that FAR functionality is checked prior to reconfiguration. The consequence of an error in the FAR is similar to a SEFI and for this reason, it is also classified as a SEFI. However, its incidence has been extremely low and has been negligible compared to other SEFIs.

No detection capability was implemented for the SelectMAP SEFI as only the JTAG was used during the experiments. The JTAG SEFI is a loss of communication with the configuration logic and is detected by a constant value being returned by the configuration memory read operation.

Two individual runs with a SEFI event were recorded during the heavy ion dynamic testing. The first event was a JTAG SEFI where the JTAG could no longer read to the configuration memory or perform a write operation, demonstrated by an inability to scrub. The second event was a POR SEFI where a transition in the “DONE” signal was observed and functionality in all eight shift registers was lost at the time of a sudden large increase in configuration memory upsets.

The mechanism of SEFIs is independent of the mitigation involved and is inherent in the device architecture. However, when proper mitigation is used to remove all possibilities of errors from single-event upsets within a single device, applying FPGA device redundancy can potentially remove the consequence of SEFIs, thus producing a robust system for critical flight applications.

IV. CONCLUSIONS

In this study we have demonstrated the effectiveness of the mitigation techniques of TMR and PRC when used in combination for the Virtex II X-2V1000. A comparison of the frequency of functional failures shows that the designs utilizing mitigation techniques such as partial reconfiguration or TMR alone have only a slight advantage over a non-mitigated design. However, when both methods are used, the design was observed to be essentially immune to functional errors. Supporting results are also demonstrated by the fluence and cross-section data of first functional errors. These initial results on a simple test design are encouraging and suggest that using TMR and partial reconfiguration mitigation methods together can make the Virtex II suitable for space flight applications. More testing is needed on designs of greater complexity to confirm that this result is applicable and comparable with the present results.
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