ABSTRACT--A method is described for measuring the sensitive volume of the oxide which makes up the collection region for erasure surrounding the floating gate of the FAMOS cell of a Ultraviolet erasable Programmable Read Only Memory (UVPROM) using the data acquired from the output of the pins of the device. A direct measurement of the dose required to erase the Floating gate Avalanche injected Metal Oxide Silicon (FAMOS) cell yields a measurement of the volume of oxide which collects the charge. Another method using target theory to determine the sensitive volume of the device is also presented with good agreement between the methods. The sensitive volume depends on the LET of the radiation. The ramifications for microdosimetry and cell failure are discussed as well as for the long term use aspects of non-volatile memories.

I. INTRODUCTION

With a large number of long term space missions being flown with non-volatile memory (NVM) banks as integral avionics systems, such as the upcoming mission to Europa, the need to precisely understand the effects of radiation on the NVM types has grown considerably. This is mostly because the NVM banks on such missions are by far the most susceptible to total ionizing dose (TID) effects, and fairly susceptible to single event effects (SEE) [1]. The variation of radiation effects with variables like dose rate, LET, and radiation type has become very important. The UVPROM allows easy investigation into some radiation effects on NVMs.

A UVPROM stores information on a floating gate. The floating gate’s charge determines the digital state of the cell. The structure of the UVPROM’s cell is similar to a standard FET except for a small conductor, called the floating gate, which is imbedded in the oxide between the control gate and the conduction channel of the device. The FAMOS transistor is used as a NVM cell by injecting charge onto the floating gate. Hot electrons transport through the insulating oxide onto the floating gate due to a large electric field from the control gate. The floating gate repels any further injected charge when the charge on the floating gate is saturated. Maximum charge is reached when the field, due to the floating gate, is approximately equal to the injection field.

A memory state is determined by whether the floating gate is charged or left uncharged in programming. The channel will or will not conduct when the read voltage (5V) is applied to the control gate depending on whether or not the floating gate is programmed. A loaded floating gate then presents a negative bias to the channel, making the FET non-conducting even when there is a positive voltage on the control gate. This turns off the FET. The band diagram of such a device is shown in Fig. 1 [12], [13].
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Current will flow in the channel if the floating gate is not programmed since electrons may populate the channel. This is called the “conducting” state of the FET. Likewise, the “non-conducting” state occurs when there is charge on the floating gate, which depopulates the channel of electrons. The charge remaining on the floating gate is a function of absorbed dose since exposure to ionizing radiation gradually reduces the charge on the floating gate. When enough charge has been removed, the transistor changes from the non-conducting to the conducting state. Since the process is not instantaneous, the number of cell erasures, also called flips, as a function of exposure to normal UV is a gradual change [4]. All UV light used in this study has a wavelength of 254 nm.

A typical erasure response of the UVPROM to radiation is shown in Fig. 2. This structure is called an "S" curve. Also in Fig. 2 is the target theory fit of the data to the device. The target theory fit has been shown to be the response that best describes the data on experimental and theoretical grounds [11], [14], [15]. The reason that target theory is the obvious model for the erasure of the UVPROM is the similarity of the FAMOS cells to biological cells. The erasure of a FAMOS cell and the death of a biological cell both occur over multiple radiation hits. Each one of these hits neutralizes one or more targets on the cell. These are electrons for the floating gate. Single hit target theory, which is used throughout this study, is the multiplication of D number of target inactivations which are give by a simple exponential probability of erasure, or:

$$F_n(t) = \left(1 - e^{-\frac{dose}{C}}\right)^D,$$

where dose represents the duration or amount of exposure. C and D are parameters of the model [4]. Specifically, D is the number of targets in the system and C is dose required to inactivate 63% of the members of the system given that D=1. C and D can be estimated from the curve in Fig. 2. Also, the amount of radiation required to completely erase the device can be measured, which just the dose require to cause all bit is the UVPROM memory to report erasure.

The slight deviation of the data from the target theory fit is due to manufacture variances, UV radiation non-uniformity from the source, and variance in the quartz window. Removing the quartz window exacerbates the problem since the window focuses the UV light. The deviation does not effect the calculations.

An energetic charged particle generates electron-hole pairs according to its LET, and the amount of charge removed from the floating gate depends on the LET and the proximity of the trajectory to the gate. One would expect different radiation types to have similar but not identical effects because of different recombination rates and mechanisms [4], [12-19]. The parameters that determine the target theory curve should reflect this varying erasure in the data shown in Fig. 2. These parameters are what allow the measurement of the sensitive volume of the FAMOS cell. Many oxides and interfaces with structure similar to this have been studied [20]-[24].

To be used as a dosimeter, the device is programmed per manufacturer instructions. The effect of any exposure to ionizing radiation is the partial removal of charge from the floating gate. This, in turn, reflects the amount of exposure received. The goal is to obtain curves like Fig. 2 for various radiation types. From these curves estimates of the target theory parameters and the dose required to erase all bits and be extracted. From these measurements, the sensitive volume of the oxide which makes up the collection region for erasure surrounding the floating gate of the FAMOS cell can be determined.
The devices used in this study were AMD27C64 series UVPROMs consisting of 65,536 FAMOS cells in a 8192x8 bit format. UV radiation can erase the device in part due to a quartz lens encased in the ceramic dip directly over the cells. The normal commercial use of this device is as a read only memory. The UVPROM is exposed to low energy (<8 eV) ultraviolet radiation, which removes electrons from the floating gate, if erasure is desired.

There are three methods used in determining the erasure distributions. All three types are passive since power is removed during irradiation. The first method, called the live readout method, is the direct reading of the number of erasures as a function of applied radiation. The DUT is readout between bursts of radiation at accelerators or other sources to determine number of flips as a function of dose. Radiation can be of any type, including UV, proton, and heavy ion. This is unlike previous readout methods in that it does not require UV to estimate erasure.

The second and third methods are both remote methods, i.e., these methods prepare a device, then device is conveyed to a radiation source after which it is conveyed back to a laboratory to be readout. Basically, in the second method, dose measurements correlate with the difference in time to erase a device with UV between a programmed device and a programmed then irradiated device. The procedure of an ionizing radiation exposure that of is several “pre-runs” to determine the time required to erase each bit by exposure to UV. A programmed device is then irradiated, and then the required time to erase each bit using UV is measured. The change in the time to erase the device in a "pre-run" and run right after irradiation correlates to dose. To determine residual effects, such as SEGR or severe oxide effects, etc., the device is subjected to several “post-runs” which are identical to the pre-runs. A more in-depth description of how this method works is provided in [4], [11]. This method is called the remote time shift method.

The final method can make small (~5 rad(Si)) measurements over the widest dynamic range. As can be seen in Fig. 2, a UVPROM will absorb over half of the dose required to erase the device before any of the bits flip. Any small dose measurement would have to be made when the device is partially erased enough to be in the sloped region (20 to 30 krad(Si) in Fig. 2). To guarantee that at least one part of the device is optimally sensitive to small dose changes, the UVPROM memory is divided into small sections. For a 65,536-bit device, eight 8,192-bit sections are used. Each section is programmed and exposed to a different amount of UV. This procedure guarantees that at least one section will immediately report errors after exposure to radiation. Large doses are measured by the change in sections that have been totally erased, while small doses are measured by analyzing the changes in the amount that the current section has erased. This method has the advantage of not requiring any UV after preparation steps. Outlined in more detail in [4], [11], this is called the remote threshold shift method. The remote time shift method and the remote threshold shift method have been shown to be equivalent [4], [11]. Both remote methods measure dose in equivalent seconds of UV radiation.

Table I illustrates a comparison of these methods. The "Optimum efficiency" column is a measure of how well the method acquires data. The unit of cycles is defined as the number of device interrogations required to yield one dose measurement. The "Optimum precision" column is an indicator of the minimum measurement of how small a measurement can be at optimal conditions. The "Dynamic range" column depends on radiation type, so the values in Table I are general ranges. It is important to note that all three methods are passive, i.e., the device is powered down during irradiation. Currently, a method of actively reading out the device during ion irradiation has been unsuccessful due to apparent burnout and gate ruptures in the device. This effect is currently under investigation.

The UVPROM exhibits a predictable UV dose rate response, so great care was taken to ensure that all UV based measurements and comparisons used the same UV response characteristics. The change in device response with temperature is known to be very slight. All devices were maintained at approximately 25 °C for all experiments and small thermal deviations do not affect measurements.

### Table I: Comparison of Passive Readout Methods

<table>
<thead>
<tr>
<th>Type of Readout</th>
<th>Read Mode</th>
<th>Optimum Efficiency [cycles]</th>
<th>Optimum Precision [rad(Si)]</th>
<th>Dynamic Range [rad(Si)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Live</td>
<td>Passive</td>
<td>10^7</td>
<td>5</td>
<td>10^9-10^7</td>
</tr>
<tr>
<td>Remote time shift</td>
<td>Passive</td>
<td>10^8</td>
<td>10^9</td>
<td>10^9-10^2</td>
</tr>
<tr>
<td>Remote threshold shift</td>
<td>Passive</td>
<td>10^9</td>
<td>5</td>
<td>5-10^5</td>
</tr>
</tbody>
</table>

#### A. Equivalent Electron LET

Electrons and high-energy photons present a unique problem in using electron radiation in these experiments. Due to their small mass in comparison with heavy particles, the LET of the particle is smaller on average and the interaction is quite different. The most probable interaction for electrons is the transfer of a significant fraction of energy to electrons at atomic positions. The initial scattered electrons can reach a very high energy level, and they will induce additional scattering events. A penetration of a few millimeters into the medium will result in a cascade of secondary electrons. These electrons can go on to produce electron-hole pairs or liberate electrons from the floating gate or depletion regions [25]. Though the details of this phenomenon remain unresolved, approximations can be made [26]. Research is currently being conducted to determine measurements that quantify the way in which electrons and generated secondary electrons deposit energy in matter. Radiobiological and medical measurements of electron dose are very exact [27]. In the application of most electron dosimetry methods, virtual water is placed in front of...
the target to measure tissue equivalent dose. Most of the energy deposition is due to secondary electron production.

The effects of the energy depth dependence of electron radiation in matter are well known [28]. After a few millimeters of penetration into the target, the energy spectrum of electron energy ranges from zero to that of the incident electrons. Therefore, the LET values of electrons are not as well defined. Since a large fraction of the dose is due to slower electrons, the effective LET should be higher. Because of the scattering of electrons, the recombination nature of saturated oxide, and the higher LET of electrons that will be stopped near the floating gate, the LET in the oxide around the floating gate can be as much as three orders of magnitude higher than the incident energy of the primary electron.

A simple calculation can show this. Since the electron energies of interest are approximately 1000 eV to 1 MeV, the LET of an electron is approximately

\[
LET(Q) = \frac{LET_0 E_0}{Q},
\]

where \(LET_0\) and \(E_0\) are reference values and \(Q\) is the electron energy. The goal here is the amount of energy deposited per unit length, parallel to the path of the primary, due to the primary and all of the secondary electrons after saturation has occurred. The fact that the electrons scatter forward means that the secondary electrons will deposit more energy per unit length than the forward moving primary, which in turn means that the angle of scatter will adjust the stopping power by a weighting factor of \(\frac{1}{\cos(\theta)}\) where \(\theta\) is the scattering angle.

The number of secondary electrons produced by the primary per scattered energy \(Q\) is[29]

\[
N = \frac{\sqrt{E_0}}{\sqrt{Q}},
\]

and the energy as a function of scattering angle is[30]

\[
Q = E_i \cos^2(\theta),
\]

where \(E_i\) is the incident particle energy. So the total energy deposited should be the product of (1), (2) and the weighting factor. Expressed mathematically:

\[
LET_{\text{eff}}(Q) = \frac{LET_0}{\cos(\theta)} \left( \frac{E_0}{Q} \right)^{3/2}.
\]

The energy deposited over all secondary energies is the goal, so using (4) to remove the \(Q\) variable and to good approximation setting \(E_i = E_0\), the result is

\[
LET_{\text{eff}} = \frac{LET_0}{\cos^4(\theta)}.
\]

The maximum \(Q\) is half \(E_i\) and the minimum \(Q\) is 1000 eV. This correlates to integration limits of 45 to 85 degree. The resulting integration of (6) yields

\[
LET_{\text{eff}} = 10^3 LET_0.
\]

This is a somewhat simplistic calculation but it shows the importance of the secondary electron radiation in the system. Since the primary electron energies used in this study are in the MeV range, this approximation is valid. It is important to note that (7) does not imply that energy is created or the primary electron has a higher LET in the FAMOS cell. Equation (7) was derived to show that due to the extreme forward scattering nature of electrons, the number of electron hole pairs in the oxide should give the impression of higher LET particles.

IV. RESULTS

A. Live Vs. Remote Readout Equivalency

The live readout methods described above should be equivalent to the other passive method used in this and previous studies [4], [11]. To show equivalency, an experiment was performed using protons. A curve similar to that in Fig. 2 was obtained for UV and protons. The results of these two parametric equations were plotted in Fig. 3. The relation is a power law of exponent 0.8, which is identical to results form both remote methods. Recovery of this effect is important since the three methods are used interchangeably in this study and in real world dosimetry application like MPTB [11].

The slight non-linearity in Fig. 3 is due to the lack of homogeneity in the UV radiated onto the device. This figure illustrates the importance and liability of UV in this process. Methods of removing UV from the process to obtain increased accuracy are under study.

![Fig. 3. The power law erasure response of the device to 50 MeV proton radiation. The results of live UV and proton irradiation parametrically plotted for the same amount of erasure. The deviation in the line is due to inhomogeneous UV. The exponent of the power law is 0.8, and it agrees well with the remote readout response. The exponent of the power law depends on the radiation type.](image-url)
B. Readout Results

The plots the fraction of cell erasures as a function of doses for various radiation types are shown in Figs. 4 and 5. Fig. 4 shows the result of selected live readout methods. Shown are UV, 50 MeV protons and 1 GeV Argon ions. These erasure curves were directly measured during experiments at accelerators.

Fig. 5 illustrates "S" curves of selected remote methods conversion. These S curves are obtained by transforming the abscissa values of standard S curve from seconds of UV to rad(Si), i.e., the "P" curve is the "U" curve transformed by using the power law relations like the one shown in Fig. 3.

These curves, shown in Figs. 4 and 5, are all described by target theory relations and can be analyzed to determine the target theory parameters as well as the dose required for the complete erasure of the device for each radiation type. C and D in (1) can be estimated from the curves in Fig. 4 and 5. Also, the amount of radiation required to completely erase the device can be measured. These values are summarized in Table II when applicable. The power law behavior is most likely due to varying sensitivity to dose as a function of dose. The field of the floating gate will decrease with dose, which leads to an exponential relationship, i.e., \( E = E_0 e^{-\text{Dose}_0} \), where \( E_0 \) is the initial field and \( \text{Dose}_0 \) is a constant. This may explain why higher LET particles are less effective at erasing the device. So there must be two new erasure mechanisms that are shown here. The rate of erasure is based on dose and also LET, revealing that the oxide around the floating gate must contribute to the erasure mechanism. It is impossible to differentiate between these effects using only the output from the pins of the device.

![Fig. 4. The live readout erasure response of the device to various radiation types. The U point protector is UV, the P is 50 MeV protons, and A is 1 GeV Argon ions. The UV curve is based in part on the dose estimate from the erasure time and intensity specified by the manufacturer.](image)

![Fig. 5. The remote readout erasure response of the device to various radiation types. The U point protector is UV, the P is protons, the E is electrons, the A is Argon ions, and C is the Chlorine ions. The UV curve is based in part on the dose estimate from the erasure time and intensity specified by the manufacturer. These curves are generated by using the power-law relation of erasure due to irradiation and erasure to UV to transform the UV curve as a prototype.](image)

<table>
<thead>
<tr>
<th>Radiation Type</th>
<th>Erasure Method</th>
<th>LET [MeV·cm²/μm]</th>
<th>Exp. Power</th>
<th>Site</th>
<th>C [rad (Si)]</th>
<th>D₂ [rad (Si)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton</td>
<td>Live</td>
<td>0.003</td>
<td>N/A</td>
<td>IUCF</td>
<td>9458.92</td>
<td>135</td>
</tr>
<tr>
<td>Proton</td>
<td>Thresh</td>
<td>0.003</td>
<td>0.75</td>
<td>IUCF</td>
<td>N/A</td>
<td>116</td>
</tr>
<tr>
<td>Proton</td>
<td>Thresh</td>
<td>0.005</td>
<td>0.79</td>
<td>IUCF</td>
<td>N/A</td>
<td>125</td>
</tr>
<tr>
<td>Proton</td>
<td>Thresh</td>
<td>0.01</td>
<td>0.81</td>
<td>UCD</td>
<td>5968.05</td>
<td>107</td>
</tr>
<tr>
<td>Electron</td>
<td>Thresh</td>
<td>2.511</td>
<td>0.69</td>
<td>GMH</td>
<td>11608.9</td>
<td>247</td>
</tr>
<tr>
<td>Electron</td>
<td>Thresh</td>
<td>2.511</td>
<td>0.70</td>
<td>GMH</td>
<td>N/A</td>
<td>227</td>
</tr>
<tr>
<td>Electron</td>
<td>Thresh</td>
<td>1.813</td>
<td>0.74</td>
<td>GMH</td>
<td>N/A</td>
<td>192</td>
</tr>
<tr>
<td>Electron</td>
<td>Time</td>
<td>2.511</td>
<td>0.71</td>
<td>GMH</td>
<td>N/A</td>
<td>265</td>
</tr>
<tr>
<td>6 MeV Electrons</td>
<td>Thresh</td>
<td>N/A</td>
<td>0.70</td>
<td>GMH</td>
<td>N/A</td>
<td>225</td>
</tr>
<tr>
<td>Photons</td>
<td>Time</td>
<td>1.79</td>
<td>0.74</td>
<td>TAM</td>
<td>15133.4</td>
<td>193</td>
</tr>
<tr>
<td>Argon</td>
<td>Live</td>
<td>5.4</td>
<td>N/A</td>
<td>TAM</td>
<td>22328.8</td>
<td>795</td>
</tr>
<tr>
<td>Argon</td>
<td>Time</td>
<td>5.4</td>
<td>0.63</td>
<td>TAM</td>
<td>83685.6</td>
<td>1050</td>
</tr>
<tr>
<td>Chlorine</td>
<td>Thresh</td>
<td>11.4</td>
<td>0.5</td>
<td>BNL</td>
<td>310101.0</td>
<td>4259</td>
</tr>
</tbody>
</table>

**TABLE II**

*The Parameters of the Various Radiation Species.*

- Live is the live read method. Thresh is the remote threshold shift readout method. Time is the remote time shift method.
- IUCF is the Indiana Cyclotron Facility. UCD is the UC Davis facility. GMH is the electron accelerator at Greenville Memorial Hospital. TAM is Texas A&M. BNL is Brookhaven National Lab.

C. Sensitive volume Calculation

The dependence of the exponent of the power law on the particle type conflicts with the assumption that the erasure of the gate should be linear with dose and independent of LET. The total-dose measurements indicate that the erasure is a power law of dose with respect to UV radiation as a standard, and particle LET does have an effect. Many studies on the effects of particle type on Si-SiO₂ interfaces have been done [31]. The conclusion of these studies is that LET is an issue in oxide structures. The LET is a measure of the local energy deposition due to the particle. Higher LET particles can also
induce spallation, recoil, and NIEL (Non-Ionizing Energy Loss) damage. So, the non-linear effect could be due to a wide variety of effects. Selected exposures of the dose required to erase plotted against the LET of the particle are shown in Fig. 6. The horizontal error bars on these graphs are due to the variation in the estimate of the LET of electrons. The vertical error bars are derived from Poisson counting statistics. There is a spread at the lowest LETs, which are the LETs for the protons. The spread results from noise.

An interesting question is then raised about whether or not this device can be used as a LET spectrometer. Certainly there is a LET dependence effect, but since the device requires $10^8$ particles per square centimeter to make a measurement, this would be prohibitive for practical LET measurements.

By looking at the relationship in Fig. 6, one can start to see how much the oxide affects the erasure process. The relationship is an exponential dependence of erasure efficiency on LET. Not surprisingly, higher LET radiation experiences higher recombination and thus erasure rates are affected. A more obvious statement of this can be seen through the calculation of the effective sensitive volume thickness. Starting with an estimate of the total area of the cell:

$$A_{cell} = \frac{2 \text{mm}^2}{65536} = 3 \mu^2,$$  

(8)

where 2 mm$^2$ is the measured area of all 65536 FAMOS cells. Now, a good estimate of floating gate size is $A_{FG} = \frac{A_{cell}}{10} = 3 \mu^2$ [12], [13]. So the effective thickness of the oxide surrounding the floating gate should be

$$t_{eff} = \frac{V_{eff}}{A_{FG}},$$

where $V_{eff}$ is volume of oxide around the floating gate that collects the energy that leads to the erasure of the floating gate. The sensitive volume can be found by calculating the energy required to completely erase the device:

$$E_{sat} = D_{sat} m_{sv} = D_{sat} \rho V_{eff},$$  

(9)

where $D_{sat}$ is the dose required to erase the device, $\rho$ is the density of the oxide, and $m_{sv}$ is the mass of the sensitive volume. This is equal to the amount of energy required to generate enough holes in the oxide to remove the $10^4$ electrons from the floating gate which will change the channel conductance enough to cause a bit flip to be reported [12], [13] or:

$$E_{sat} = 10^4 \times 18 eV.$$  

(10)

By equating equations 9 and 10, then solving for $V_{eff}$, then plugging this value into $t_{eff} = \frac{V_{eff}}{A_{FG}}$ gives the effective thickness of the sensitive volume around the floating gate gives:

$$t_{eff} = \frac{1.8 \times 10^5 eV}{\rho D_{sat} A_{FG}}.$$  

(11)

The relationship between $t_{eff}$ and LET is shown in Fig. 7. The relationship is again exponential, revealing that the effective thickness of the collecting oxide decreases with increasing LET. The reason for this inverse effect may be due to the charge generation profile of higher LET particles.
Target theory may also be used to determine the effective thickness of the sensitive oxide around the floating gate. As shown before, two parameters, C and D, uniquely determine the target theory model, which is shown in (1). C is the inverse of the sensitivity to erasure and D is the number of targets in the system. For a standard S curve, Fig. 2 for example, the C and D curve estimate how the device erases for a known flux. The parameters C and D can be estimated from these curves. These are plotted as a function of LET in Fig. 8. C increases with LET which shows that the target size decreases with LET. The effect of radiation on the D parameter is pursued in another study [32].

The C values obtained directly from the S curve yield the sensitive volume. The C value is the amount of radiation needed to flip 63% of the cells given that D=1. The condition of D equaling one means that the removal of one electron should cause the flip of the cell. Thus 63% of 65,536 of the cells should flip give C amount of dose, or 41288 for the whole die under the D=1 condition. Or:

\[ E_{\text{sat}} = 41228 * 18 \text{eV}. \]  

(12)

So an electron hole pair should be created for this number of electrons. So equating equations 9 and 12, and using \( t_{\text{eff}} = \frac{V_{\text{eff}}}{A_{\text{FG}}} \), results in the following equation that may be used to determine the thickness of the sensitive volume:

\[ t_{\text{eff}} = \frac{7.4 \times 10^5 \text{eV}}{\rho CA_{\text{AR}}} \].  

(13)

where \( \rho \) is the density of the oxide around the floating gate and \( A_{\text{AR}} \) is area of the all of the gates which was 10% of 2 mm\(^2\) or 0.2 mm\(^2\) [12], [13]. Fig. 9 illustrates this dependence on LET.

The results have the same decreasing exponential trend with the same exponential coefficient. The two curves differ by a factor of approximately 4.5, which is good agreement considering the assumptions made for both calculations.

It is important to remember that, since the erasure is not linear with dose, these effective thickness measurements are average thickness estimates. The power law relation between dose and erasure implies that the effective thickness will not be constant throughout erasure. The current measurements of
effective oxide thickness are order of magnitude estimates only, since several of the physical parameters were estimated. More detailed investigations are underway.

V. CONCLUSIONS

A new sensitive volume measurement approach using FAMOS FETs has been developed. Ionizing radiation neutralizes the charge on the floating gates that can be measured through the pins of a commercial UV-PROM.

This method should work with any circuit that shows an increased effect with dose. The accrual of dose effects will follow can be modeled after arguments similar to target theory.
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