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**Scope**

This work is sponsored by the NASA Electronic Parts and Packaging (NEPP) Program. One of the objectives of this task is to prepare a body of knowledge guideline document summarizing the CMOS technology scaling impact on CMOS parts and parts reliability for space applications. Scaling impact on parts radiation sensitivity is not addressed in this report.

**Section 1. Technology Scaling and Its Limits**

Over the past three decades, CMOS technology scaling has been a primary driver of the electronics industry and has provided a path toward both denser and faster integration [1-13]. The transistors manufactured today are 20 times faster and occupy less than 1% of the area of those built 20 years ago. Predictions of size reduction limits have proven to elude the most insightful scientists and researchers. The predicted ‘limit’ has been dropping at nearly the same rate as the size of the transistors.

The number of devices per chip and the system performance has been improving exponentially over the last two decades. As the channel length is reduced, the performance improves, the power per switching event decreases, and the density improves. But the power density, total circuits per chip, and the total chip power consumption has been increasing. The need for more performance and integration has accelerated the scaling trends in almost every device parameter, such as lithography, effective channel length, gate dielectric thickness, supply voltage, device leakage, etc. Some of these parameters are approaching fundamental limits, and alternatives to the existing material and structures may need to be identified in order to continue scaling.
1.1 MOS scaling theory

During the early 1970s, both Mead [1] and Dennard [2] noted that the basic MOS transistor structure could be scaled to smaller physical dimensions. One could postulate a “scaling factor” of $\lambda$, the fractional size reduction from one generation to the next generation, and this scaling factor could then be directly applied to the structure and behavior of the MOS transistor in a straightforward multiplicative fashion. For example, a CMOS technology generation could have a minimum channel length $L_{\text{min}}$, along with technology parameters such as the oxide thickness $t_{\text{ox}}$, the substrate doping $N_A$, the junction depth $x_j$, the power supply voltage $V_{\text{dd}}$, the threshold voltage $V_{\text{th}}$, etc. The basic “mapping” to the next process, $L_{\text{min}} \rightarrow \lambda L_{\text{min}}$, involved the concurrent mappings of $t_{\text{ox}} \rightarrow \lambda t_{\text{ox}}$, $N_A \rightarrow \lambda N_A$, $x_j \rightarrow \lambda x_j$, $V_{\text{dd}} \rightarrow \lambda V_{\text{dd}}$, $V_{\text{th}} \rightarrow \lambda V_{\text{th}}$, etc. Thus, the structure of the next generation process could be known beforehand, and the behavior of circuits in that next generation could be predicted in a straightforward fashion from the behavior in the present generation. The scaling theory developed by Mead and Dennard is solidly grounded in the basic physics and behavior of the MOS transistor. Scaling theory allows a “photocopy reduction” approach to feature size reduction in CMOS technology, and while the dimensions shrink, scaling theory causes the field strengths in the MOS transistor to remain the same across different process generations. Thus, the “original” form of scaling theory is constant field scaling.

Constant field scaling requires a reduction of the power supply voltage with each technology generation. In the 1980s, CMOS adopted the 5V power supply, which was compatible with the power supply of bipolar TTL logic. Constant field scaling was replaced with constant voltage scaling, and instead of remaining constant, the fields inside the device increased from generation to generation until the early 1990s, when excessive power dissipation and heating, gate dielectrics TDDB and channel hot carrier aging caused serious problems with the increasing electric field. As a result, constant field scaling was applied to technology scaling in the 1990s.
Constant field scaling requires that the threshold voltage be scaled in proportion to the feature size reduction. However, ultimately threshold voltage scaling is limited by the sub-threshold slope of the MOS transistor, which itself is limited by the thermal voltage $kT/q$, where the Boltzmann constant, $k$ and the electron charge, $q$ are fundamental constants of nature and cannot be changed. The choice of the threshold voltage in a particular technology is determined by the off-state current goal per transistor and the sub-threshold slope. With off-current requirements remaining the same (or even tightening) and the sub-threshold slope limited by basic physics, the difficulty with scaling the threshold voltage is clear. Because of this, the power supply voltage decreased corresponding with the constant field scaling, but the threshold voltage was unable to scale as aggressively. This situation worsens as feature sizes and power supply voltages continue to scale. This is a fundamental problem with further CMOS technology scaling.

### 1.2 Moore’s Law

It was the realization of scaling theory and its usage in practice which has made possible the better-known “Moore’s Law.” Moore’s Law is a phenomenological observation that the number of transistors on integrated circuits doubles every two years, as shown in Figure 1. It is intuitive that Moore’s Law cannot be sustained forever. However, predictions of size reduction limits due to material or design constraints, or even the pace of size reduction, have proven to elude the most insightful scientists. The predicted ‘limit’ has been dropping at nearly the same rate as the size of the transistors.
1.3 Scaling to its limits

There does not seem to be any fundamental physical limitation that would prevent Moore’s Law from characterizing the trends of integrated circuits. However, sustaining this rate of progress is not a straightforward achievement [5].

Figure 2 shows the trends of power supply voltage, threshold voltage, and gate oxide thickness versus channel length for high performance CMOS logic technologies [6]. Sub-threshold non-scaling and standby power limitations bound the threshold voltage to a minimum of 0.2 V at the operating temperature. Thus, a significant reduction in performance gains is predicted below 1.5 V due to the fact that the threshold voltage decreases more slowly than the historical trend, leading to more aggressive device designs at higher electric fields.
Further technology scaling requires major changes in many areas, including: 1) improved lithography techniques and non-optical exposure technologies; 2) improved transistor design to achieve higher performance with smaller dimensions; 3) migration from current bulk CMOS devices to novel materials and structures, including silicon-on-insulator, strained Si and novel dielectric materials; 4) circuit sensitivity to soft errors from radiation; 5) smaller wiring for on-chip interconnection of the circuits; 6) stable circuits; 7) more productive design automation tools; 8) denser memory cells, and 10) manageable capital costs. Metal gate and high-k gate dielectrics were introduced into production in 2007 to maintain technology scaling trends [14].
In addition, packaging technology needs to progress at a rate consistent with ongoing CMOS technology scaling at sustainable cost/performance levels. This requires advances in I/O density, bandwidth, power distribution, and heat extraction. System architecture will also be required to maximize the performance gains achieved in advanced CMOS and packaging technologies.

Section 2. Technology Scaling Impact on Circuits

2.1 Scaling impact on circuit performance

Transistor scaling is the primary factor in achieving high-performance microprocessors and memories. Each 30% reduction in CMOS IC technology node scaling has [7, 19]: 1) reduced the gate delay by 30% allowing an increase in maximum clock frequency of 43%; 2) doubled the device density; 3) reduced the parasitic capacitance by 30%; and 4) reduced energy and active power per transition by 65% and 50%, respectively. Figure 3 shows CMOS performance, power density and circuit density trends, indicating a linear circuit performance as a result of technology scaling.
2.2 Scaling impact on power consumption

Dynamic power and leakage current are the major sources of power consumption in CMOS circuits. Leakage related power consumption has become more significant as threshold voltage scales with technology. There are several studies that deal with the impact of technology scaling in various aspects of CMOS VLSI design [5, 13, 15-17].

Figure 4 [16] illustrates how the dynamic and leakage power consumption vary across technologies, where $P_{\text{act}}$ is the dynamic power consumption and $P_{\text{leak}}$ is the leakage power consumption. The estimates have only captured the influence of sub-threshold currents since they are the dominant leakage mechanism. For sub-100nm technologies, temperature has a much greater impact on the leakage power consumption than the active
power consumption for the same technology. In addition, the leakage power consumption increases almost exponentially.

![Diagram of active and leakage power for a constant die size.](image)

Figure 4. Active and leakage power for a constant die size.

### 2.3 Scaling impact on circuit design

With continuing aggressive technology scaling, it is increasingly difficult to sustain supply and threshold voltage scaling to provide the required performance increase, limit energy consumption, control power dissipation, and maintain reliability. These requirements pose several difficulties across a range of disciplines. On the technology front, the question arises whether we can continue along the traditional CMOS scaling path – reducing effective oxide thickness, improving channel mobility,
and minimizing parasitics. On the design front, researchers are exploring various circuit design techniques to deal with process variation, leakage and soft errors [7, 13].

2.3.1 Manage leakage power

For CMOS technologies beyond 90nm, leakage power is one of the most crucial design components which must be efficiently controlled in order to utilize the performance advantages of these technologies. It is important to analyze and control all components of leakage power, placing particular emphasis on sub-threshold and gate leakage power. A number of issues must be addressed, including low voltage circuit design under high intrinsic leakage, leakage monitoring and control, effective transistor stacking, multi-threshold CMOS, dynamic threshold CMOS, well biasing techniques, and design of low leakage data-paths and caches.

While supply voltage scaling becomes less effective in providing power savings as leakage power becomes larger due to scaling, it is suggested that the goal is to no longer have simply the highest performance, but instead have the highest performance within a particular power budget by considering the physical aspects of the design. In some cases, it may be possible to balance the benefit of using high threshold devices from a low leakage process running at the higher possible frequency at a full $V_{dd}$, as opposed to using faster but leakier devices which require more voltage scaling in order to reach the desired power budget.

2.3.2 Manage uncertainty and variation

Nanometer design technologies must work under tight operating margins, and are therefore highly susceptible to any process and environmental variability.

Traditional sources of variation due to circuit and environmental factors, such as cross capacitance, power supply integrity, multiple inputs switching, errors arising due to
tools and flows, etc., affect circuit performance significantly. To address environmental variation, it is important to build circuits that have well-distributed thermal properties, and to carefully design supply networks to provide reliable Vdd and ground levels throughout the chip.

With technology scaling, process variation has become more of a concern and has received an increased amount of attention from the design automation community. Several research efforts have addressed the issue of process variation and its impact on circuit performance [18-21]. A worst-case approach was first used to develop the closed form models for sensitivity due to different parameter variations for a clock tree [18], and was further developed to include interconnect and device variation impact on timing delay due to technology scaling [19]. The impact of systematic variation sources was then considered in [20]. Finally, an integrated variation analysis technique was developed in [21], which considers the effects of both systematic and random variation in both interconnect and devices simultaneously. The design community has realized that in order to address the process-induced variations and to ensure the final circuit reliability, instead of treating timing in a worst-case manner, as is conventionally done in static timing analysis, statistical techniques need to be employed that directly predict the percentage of circuits that are likely to meet a timing specification. The effects of uncertainties in process variables must be modeled using statistical techniques, and they must be utilized to determine variations in the performance parameters of a circuit.

2.3.3 Minimize single event upsets

Soft errors pose a major challenge for the design of memories and logic circuits in high-performance microprocessors in technologies beyond 90nm. Soft errors and single event upsets are gaining an increased amount of attention as technology scales. Measured data shows 8% soft error rate (SER) increase per bit per technology generation [22]. As the number of memory bits and sequential elements increase across generations, the soft
error problem is likely to become a serious barrier for advanced microprocessors. Historically, power-performance-area tradeoffs have been considered.

Scaling impact on radiation effects is beyond the scope of this document. It is important to emphasize, however, that there has been a demand to include the SER as another design parameter for circuit techniques for soft error tolerance in the industry for advanced CMOS circuits.

Section 3. Technology Scaling Impact on Parts Reliability

3.1 Scaling impact on parts burn-in

Power supply voltage in scaled technologies must be lowered for two main reasons [23]: 1) to reduce the device internal electric fields and 2) to reduce active power consumption since it is proportional to $V_{DD}^2$. As $V_{DD}$ scales, then $V_{th}$ must also be scaled to maintain drain current overdrive to achieve higher performance. Lower $V_{th}$ leads to higher off-state leakage current, which is the major problem with burn-in of scaled nanometer technologies.

The total power consumption of high-performance microprocessors increases with scaling. Off-state leakage current is a higher percentage of the total current at the sub-100-nm nodes under nominal conditions. The ratio of leakage to active power becomes worse under burn-in conditions and the dominant power consumption is from the off-state leakage. Typically, clock frequencies are kept in the tens of megahertz range during burn-in, resulting in a substantial reduction in active power. Conversely, the voltage and temperature stresses cause the off-state leakage to be the dominant power component.

Stress during burn-in accelerates the defect mechanisms responsible for early-life failures. Thermal and voltage stresses increase the junction temperature resulting in
accelerated aging. Elevated junction temperature, in turn, causes leakages to further increase. In many situations, this may result in positive feedback leading to thermal runaway. Such situations are more likely to occur as technology is scaled into the nanometer region. Thermal runaway increases the cost of burn-in dramatically. To avoid thermal runaway, it is crucial to understand and predict the junction temperature under normal and stress conditions. Junction temperature, in turn, is a function of ambient temperature, package to ambient thermal resistance, package thermal resistance, and static power dissipation. Considering these parameters, one can optimize the burn-in environment to minimize the probability of thermal runaway while maintaining the effectiveness of burn-in test.

3.2 Scaling impact on parts long term reliability

The major long-term reliability concerns include the wear-out mechanisms of time dependent dielectric breakdown (TDDB) of gate dielectrics, hot carrier injection (HCI), negative bias temperature instability (NBTI), electromigration (EM), and stress induced voiding (SIV). The physics and the reliability characterization and modeling of each mechanism have been the major research topics for the past three decades. There has been an abundant amount of research in this area, including [24].

Among the wear-out mechanisms, TDDB and NBTI seem to be the major reliability concerns as devices scale. The gate oxide has been scaled down to only a few atomic layers thick with significant tunneling leakage. While the gate leakage current may be at a negligible level compared with the on-state current of a device, it will first have an effect on the overall standby power. For a total active gate area of 0.1 cm², chip standby power limits the maximum tolerable gate leakage current to approximately 1-10 A/cm², which occurs for gate oxides in the range of 15-18Å [6].

Scaling impact of TDDB and NBTI on digital, analog and RF circuit reliability has been a hot topic during past years [25-35]. Either TDDB, NBTI, or both were found
to contribute to digital circuit speed degradation [25, 29], FPGA delay increase [32], SRAM minimum operating voltage $V_{\text{min}}$ shift measurement [31, 33, 34], RF circuit parametric drifts [27, 28], and analog circuit mismatch [26, 30]. It appears that SRAM minimum operating voltage $V_{\text{min}}$ shift due to TDDB and NBTI is one of the effects that has been tested and characterized most. For example, it is shown [33] that transistor shifts due to NBTI manifest themselves as population tails in the product’s minimum operating voltage distribution. TDDB manifests itself as single-bit or logic failures that constitute a separate sub-population. NBTI failures are characterized by Log-normal statistics combined with a slower degradation rate, which is in contrast to TDDB failures that follow extreme-value statistics and exhibit a faster degradation rate. Most of the studies seem to indicate that the advanced technology parts may experience intrinsic or wear-out mechanisms induced circuit parametric shifts during operating life time, especially at higher operating voltages and temperature conditions.

Figure 5 [35] shows the normalized manufacturers’ data on product level failure rate. It appears to suggest that technology scaling causes wear-out product failures much earlier than older technologies. At the same time, the constant failure rate, represented by the bottom portion of the bath-tub curve in Figure 5, also increases. This can be relatively easy to understand from the process induced defects point of view, which is illustrated in Figure 6. Depending on the defect size, location and distribution, it can be seen that technology scaling will no doubt increase the constant failure rate induced by the random defects, even with process improvements, which reduces defect size produced during semiconductor fabrication. This is because the same size of defects which are safe for older technologies may cause product yield and/or reliability concerns for advanced technologies simply because of the physical scaling. Figure 7 summarizes the failure rate trend as technology scales, i.e., constant failure rate increases with possible wear-out failures occurring earlier than expected.
Figure 5. Normalized manufacturers’ data on product level failure rate.

Figure 6. Illustration of process-induced defects: size, location and impact on semiconductor component yield and reliability.

- These defects are never a yield or reliability concern.
- These defects sometimes can be reliability defects and may be hard to screen out.
- Sometimes can be a yield defect and can be screened out. Sometimes can be reliability defects and may be able to screen out.
- Always a yield defect and can be screened out.
Section 4. Guidelines for Infusing Advanced CMOS Technology Parts in Space Applications

International Technology Roadmap for Semiconductor (ITRS) predictions over the next few years will drive the semiconductor industry to reach both physical and material limitations as technology continues to scale. As a result, new materials, designs and processes will be employed to keep up with the performance demands of the industry. While target product lifetimes for mil-product have generally been ten years at maximum rated junction temperature, advanced CMOS technology microelectronics may be somewhat less due to technology scaling. Therefore, reliability uncertainty through the introduction of new materials, processes and architectures, coupled with the economic pressures to design for “reasonable life,” pose a concern to the hi-rel user of advanced CMOS technologies. These aspects, in addition to higher power and thermal densities, increase the risk of introducing new failure mechanisms and accelerating known failure mechanisms. With the increased failure rate of the advanced technologies, only
performing the qualification tests required by established military-standards will not be sufficient to qualify or understand the parts reliability to ensure mission success.

A comprehensive parts qualification and evaluation program is recommended for scaled CMOS technology components. The program may consist of three qualification and evaluation steps, i.e., physics-of-failure qualification, application specific qualification, and the design-for-reliability approach, which is summarized in Table 1. To achieve the goal of this comprehensive parts qualification and evaluation approach for advanced CMOS technology components, NASA will need to work closer with both component vendors and semiconductor foundries. As is illustrated in Figure 8, NASA should require both physics-of-failure based qualification information and product control information either through the semiconductor component vendors or directly from the semiconductor foundries. A much closer relationship between NASA, its vendors, and their foundries needs to be established to ensure the recommended comprehensive qualification and evaluation program to mitigate the risk of using advanced CMOS technology components in critical space flight applications.
Table 1. Comprehensive Parts Qualification and Evaluation Program for Advanced CMOS Technologies

<table>
<thead>
<tr>
<th>Physics-of-Failure Qualification</th>
<th>Application Specific Qualification</th>
<th>Design-for-Reliability Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process and Technology Qual</td>
<td>Application Conditions</td>
<td>Parts Input</td>
</tr>
<tr>
<td>TDBB</td>
<td>Temperature profile</td>
<td>Temperature profile</td>
</tr>
<tr>
<td>NBTI</td>
<td>Voltage range</td>
<td>Voltage range</td>
</tr>
<tr>
<td>HCA</td>
<td>Radiation</td>
<td>Radiation</td>
</tr>
<tr>
<td>EM</td>
<td>Production Line Control</td>
<td>Parts statistics</td>
</tr>
<tr>
<td>SIV</td>
<td>SPC</td>
<td>Burn-in impact on parts reliability</td>
</tr>
<tr>
<td>Product Qual</td>
<td>In-line monitor</td>
<td>Board/System Input</td>
</tr>
<tr>
<td>ESD</td>
<td>Wafer-level</td>
<td>Parts failure criteria from board level</td>
</tr>
<tr>
<td>Burn-in</td>
<td>Wafer/Die Selection</td>
<td>Parts degradation criteria from board level</td>
</tr>
<tr>
<td>Life Test</td>
<td>Wafer level screening</td>
<td></td>
</tr>
<tr>
<td>Yield</td>
<td>Package level screening</td>
<td></td>
</tr>
<tr>
<td>FIT estimate</td>
<td>Burn-in</td>
<td></td>
</tr>
<tr>
<td>Packaging Qual</td>
<td>Technology dependent</td>
<td>Board burn-in impact</td>
</tr>
<tr>
<td>Bond pull</td>
<td>Application dependent</td>
<td></td>
</tr>
<tr>
<td>Thermal cycling</td>
<td>Life Test</td>
<td></td>
</tr>
</tbody>
</table>

Figure 8. A much closer relationship between NASA, vendors and foundries needs to be established.
4.1 Physics-of-Failure qualification

The physics-of-failure approach has been used in the semiconductor industry for process and technology qualification, product qualification, and packaging qualification.

Process and technology qualification typically covers TDDB (Time Dependent Dielectrics Breakdown), NBTI (Negative Bias Temperature Instability), HCA (Hot Carrier Aging), EM (Electromigration), and SIV (Stress Induced Voids).

Product qualification generally includes ESD, burn-in, life test, yield analysis and failure rate (FIT) estimates.

Packaging qualification deals with bond pull strength, thermal cycling, etc. Thermal management and analysis is also determined.

The process and technology qualification, product qualification, and packaging qualification are performed by semiconductor foundries and typically follow JEDEC standards [36-42].

4.2 Application-specific qualification

Application-specific qualification should consider application conditions including the temperature profile, voltage range and radiation environment the parts are expected to endure during the specific mission. Production line control information, i.e., statistical process control parametrics, in-line monitoring, wafer-level parametrics, and both wafer level and package level screening, should be reviewed for wafer and/or parts selection. Burn-in should be technology and application dependent, and life testing should be performed for further reliability confirmation.
Burn-in at temperature ranges of 125°C to 150°C for an extended period of time between 96 hours to 240 hours has been specified and required in Mil-Std-883 for high-reliability electronic parts in space applications. For advanced technologies, burn-in optimization for yield and reliability is of crucial significance due to a larger number of design and technology variables. At the same time, technology scaling yields smaller transistor geometries as well as increased sub-threshold and gate leakages. This results in higher junction temperatures and device self-heating. The elevated junction temperature, in turn, causes leakages to increase further and may result in positive feedback leading to thermal runaway. Therefore, thermal runaway avoidance needs to be addressed during burn-in. This is especially true when the parts are to be burned-in above the standard operating temperature. In addition, temperature derating requirements must be revisited to ensure that an acceptable thermal margin exists for space parts qualification. In some circumstances, individual chip level burn-in optimization may be necessary in order to provide an optimum burn-in environment for each chip, and the deep-submicron devices may require advanced packaging and even liquid cooling techniques to lower the junction to ambient thermal resistance. The burn-in of sub-90nm parts requires a re-evaluation of standard screening procedures and an understanding of the part thermal management so that they are suitably applied and will meet mission requirements.

4.3 Design-for-reliability approach

Design-for-reliability approach is the third step to ensure mission success. Both parts and board/system level information need to be integrated together for mission reliability qualification, evaluation and mission assurance. Key parts related information includes temperature profile, voltage range/duty cycle, radiation environment, parts parametric and reliability statistics, and burn-in conditions and their impact on parts reliability. Key board and/or system level information includes parts failure and degradation criteria on the boards and systems, and the potential parts reliability impact from board level burn-in. The design-for-reliability methodology has been developed for
extreme space applications with case studies [43-45] and needs to be further developed and applied to advanced CMOS technology components.
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