Heavy Ion Testing at the Galactic Cosmic Ray Energy Peak


Abstract—A 1 GeV/u $^{56}$Fe ion beam allows for true $90^\circ$ tilt irradiations of various microelectronic components and reveals relevant upset trends for an abundant element at the GCR flux energy peak.

I. INTRODUCTION

ACCELERATED ground testing using heavy ions to study single-event effects (SEE) in microelectronic components differs from the actual space environment in two critical ways: one, ground-based accelerator heavy ion fluxes are much larger and two, ground-based accelerators cannot produce ions that cover the high-energy regime in space [1]. While these two issues do not prevent effective ground-based characterization of SEE, they tend to limit experimental conditions, some of which are important for hardness assurance. This paper describes recent heavy ion single-event upset (SEU) experiments at the NASA Space Radiation Effects Laboratory at Brookhaven National Laboratory using a $^{56}$Fe beam with energies of 0.1, 0.5, and 1 GeV/u. These energies correspond to linear energy transfers (LET) of 3.8, 1.5, and 1.2 (MeV · cm$^2$)/mg in silicon. The devices under consideration include static random access memories (SRAM) and a field programmable gate array (FPGA).

The maximum angle of irradiation in typical ground-based accelerated testing is often conducted at tilt angles between normal incidence and a maximum of perhaps 60-70$^\circ$, half of the GCR flux is incident at angles greater than $60^\circ$. The solid angle of a cone, shown in Eq. 1, can be used to approximate a plane of sensitive devices. When the apex, $\alpha$, is equal to $120^\circ$, $\Omega = \pi$, which is half the solid angle subtended by the surface of a hemisphere [3]. This means that half of the particles in an isotropic environment are incident at angles below $60^\circ$ and the other half at angles above $60^\circ$.

$$\Omega = 2\pi \left[ 1 - \cos \left( \frac{\alpha}{2} \right) \right]$$  \hspace{1cm} (1)

Since a large number of heavy ions in the GCR spectrum are incident at grazing angles relative to the surface normal of the part, multiple-bit/cell upset (MBU) will be a significant concern [4]–[6]. MBUs are problematic because they can reduce or negate the effectiveness of error detection and correction codes [7]. This hardness assurance concern is further complicated by the fact that modern, highly-scaled process technologies ($\leq 100$ nm) are more sensitive to MBU [8]–
II. EXPERIMENTAL FACILITY AND SETUP

The NASA Space Radiation Laboratory (NSRL) at Brookhaven National Laboratory (BNL) is a joint effort by the NASA Johnson Space Flight Center and the Department of Energy’s Office of Science designed to study radiobiological effects relevant to human spaceflight. In addition to radiobiological studies, the NSRL also hosts physics experiments such as this work. Currently, heavy ions are accelerated using one of the two BNL Tandem van de Graaff accelerators and sent down a 700 m beamline to the Booster synchrotron. The beams are accelerated further in the Booster and then delivered to the NSRL. Because the Tandems serve as the ion source, the number of beams available at the NSRL is presently limited to hydrogen, carbon, oxygen, silicon, chlorine, titanium, and iron. However, with the commissioning of the electron beam ion source in 2010, all ions from hydrogen to uranium will be available and at much higher fluxes.

The beam itself is well-controlled and focused by two sets of magnetic lenses that can produce a “square” beam spot of up to 20 cm × 20 cm with uniformity of ±2%; this was the beam used in this work. The staple energy tune at the NSRL is 1 GeV/u, though the energy can be changed in about 10 minutes as long as the operators have advanced notice. The energy range is approximately 0.1 GeV/u to 1 GeV/u, which is the energy at the DUT, not the extraction energy of the Booster synchrotron. At lower energies the beam is less uniform, with a small dip in intensity at the center of the beam spot. The ions are delivered to the target room in 300 ms spills approximately every 3.7 s. Real-time dosimetry is achieved with a calibration ion chamber (a.k.a. EGG counter) manufactured by Far West Technologies in conjunction with larger secondary ion chambers. The secondary ion chambers are used to measure integrated dose and cut the beam off when a specific dose has been reached. The dosimetry unit is rad(H2O) and must be converted to rad(Si) and then scaled by the LET of the incident beam in order to calculate the particle fluence.

In order to take advantage of the generous beam spot, jigs were made to hold four separate, coplanar DUTs – three SRAMs and one FPGA. For these experiments, the coordinate system is shown in Fig. 2, where θ is the tilt angle and φ is the roll angle. One jig is used for exposure at normal incidence and a separate jig is used for irradiation at a tilt angle of 90°. The latter jig is rolled 90° about the z-axis.

III. EXPERIMENTAL RESULTS

A. Static Random Access Memories

Three SRAMs from two vendors, A and B, were exposed to the iron beam at the NSRL. Of the three, two are 65 nm and one is 45 nm. One of the 65 nm SRAMs and the 45 nm SRAM are a silicon-on-insulator (SOI) process from vendor A; the remaining 65 nm part is a bulk complementary metal oxide semiconductor (CMOS) part from vendor B. Vendor A’s 65 nm SOI SRAM is 1 Mbit and their 45 nm SOI SRAM is 36 Mbit. Vendor B’s bulk CMOS SRAM is 8 Mbit.

Vendor A’s SEU and MBU cross sections for the 65 and 45 nm SOI SRAMs are shown in Fig. 3. The equations for the uncorrelated SEU and the correlated MBU cross sections are given by Eqs. 2 and 3 [6]. The SEU cross section is the total number of single-bit errors plus the multiplicity-corrected number of multi-bit errors divided by the uncorrected fluence – i.e., there are no RPP cosine corrections. The MBU cross section is the number of MBU events involving two or more physically adjacent bits divided by the uncorrected fluence.
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Fig. 3. Vendor A’s 56 Fe data. The abscissa categories are given as ($\theta$, $\phi$) angle pairs; refer to Fig. 2 for a graphical representation. The legend shows the data pattern and the type of upset cross section. All irradiations used the 1 GeV/u 56 Fe beam. The 65 nm SOI SRAM in Fig. 3(a) was biased with $V_{DD} = 1.3$ V and the 45 nm SOI SRAM in Fig. 3(b) was biased with $V_{DD} = 1.3$ V. Limiting cross sections are indicated by downward-pointing arrows.

$$\sigma_{SEU} = \sum_{i=1}^{\infty} \frac{i \times \text{Event}_{i_{\text{hist}}}}{\Phi}$$

(2)

Both the 65 and 45 nm SRAMs were irradiated at normal incidence, a tilt of 90° and roll of 0°, and at a tilt of 90° and a roll of 90°. All three of these irradiations were conducted with the 1 GeV/u 56 Fe beam.

$$\sigma_{MBU} = \sum_{i=2}^{\infty} \frac{\text{Event}_{i_{\text{hist}}}}{\Phi}$$

(3)

Vendor B’s SEU and MBU cross sections are shown in Fig. 4. This 8 Mbit bulk CMOS SRAM was exposed at 0.1, 0.5, and 1 GeV/u at normal incidence and at 1 GeV/u for the other two orientations – (90° tilt, 0° roll) and (90° tilt, 90° roll). Two data patterns were written to the memory – FF for blanket 1’s and AA for a logical checkerboard. There is no significant difference in response for these two patterns. The data in Fig. 4 show a definite cross section dependence on grazing orientation with (90° tilt, 90° roll) being the most sensitive. At this orientation both the SEU and MBU cross sections are larger than at the orthogonal roll angle with the same tilt. This indicates that the physical layout is responsible for the elevation in upset cross section. Physically adjacent MBUs as large as ten bits were observed at this orientation.

B. Field Programmable Gate Array

A 90 nm bulk CMOS, SRAM-based FPGA from Vendor C was exposed to the same beams as Vendor A’s SRAM – 0.1, 0.5, and 1 GeV/u 56 Fe at normal incidence and 1 GeV/u 56 Fe at (90° tilt, 0° roll) and (90° tilt, 90° roll). The results are shown in Fig. 5. A biased DUT was placed in the beam and the clocks were held static. The DUT underwent readback following exposure, recording the full contents of the configuration memory, which includes the logic configuration and block RAM (BRAM). The number of bits in error were calculated and then separated into configuration data and BRAM. This process was completed for two different, redundant FPGA designs – XTMR and DTMR. The cross section for each of these designs’ configuration data and BRAM were calculated separately and are reported in Fig. 5.
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IV. DISCUSSION AND CONCLUSION

The SRAM results are consistent with the fundamental differences between bulk CMOS and SOI technologies. The bulk technology has a thicker sensitive volume with many devices residing in the same n- and p-wells, making a large number of bits simultaneously susceptible to upset. This feature, while increasing the probability of high-multiplicity MBUs, also removes data pattern sensitivity since charge transport within the wells means that it is unnecessary for the incident ion to physically strike the necessary nodes to cause a cell state change.

The SOI SRAM data have a definite pattern and orientation dependence. Since each SRAM cell, and indeed some individual transistors within the SRAM cell, are isolated by oxide, the charge transport relevant in the bulk SRAM technology no longer applies. MBU in an SOI SRAM requires that the incident ion, or daughter particles in the case of indirect ionization, strike all the cells necessary to cause upset; charge transport plays almost no role.

The FPGA data, shown in Fig. 5, exhibits similar behavior to the SRAM data presented in Figs. 3 and 4, partly because the FPGA is SRAM-based, though the functionality of the two device types is very different. It is interesting to note that the configuration data and BRAM have opposing trends at (90° tilt, 0° roll) and (90° tilt, 90° roll), yielding information about the orientation of internal data storage.

This is the first time the NSRL facility has been used to irradiate highly-scaled commercial CMOS and SOI technologies. The 1 GeV/u 56Fe beam allowed true 90° grazing angle irradiation of SRAM and FPGA parts without special die or package preparation. These experiments represent the current state-of-the-art for accelerated ground testing and allow for upset characterization with a realistic GCR heavy ion beam.

While it would be ideal to be able to execute these kind of experiments on a regular basis, experimental logistics and cost are significant barriers. The good news is that for most parts this kind to testing is unnecessary. Standard laboratory tilt angles will reveal the limiting case trends shown in Figs. 3, 4, and 5. However, these data also underscore the fact that data pattern and roll angle can and do play a significant role in upset cross section and thus are relevant concerns for single-event hardness assurance and must be investigated.

ACKNOWLEDGMENT

The authors would like to thank A. Rusek, M. Seiverts, P. Guida and the rest of the staff at the NSRL and the BNL Collider-Accelerator Department for excellent management and their not insignificant assistance in completing a successful test campaign at a new facility.

REFERENCES