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• Motivation
• Fault-Tolerance of FPGA-based Designs 
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• Fault-handling by promoting hardware 
configurations (current work)

• Simulation Results
• Conclusions
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Motivation

Progress in Semiconductor Technology
• Reduced feature size  -> increasing vulnerability to errors, 

aging-induced permanent faults *
• Runtime faults in addition to manufacture-time defects of future 

nanoscale devices **

Reliability
• Importance of fault tolerance in mission critical applications 

FPGAs
• FPGA as a reconfigurable platform
• Faults in logic resources and configuration memory
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Fault-Tolerance of FPGA-based 
Designs

• Redundancy-based techniques

Example: Duplex arrangement, Triple Modular Redundancy 

(TMR)

• Online Testing methods [3],[4],[5]

Example: Online Built-In Self Test (BIST), Roving STAR 

• Evolvable Hardware

Example: Design-time evolution [6], Competitive Runtime 

Reconfiguration (CRR) [10]
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Fault-Tolerance of FPGA-based 
Designs (Contd.)

• Configuration-level method
Avoid the faulty resources by manipulating the configuration 
bitstream [8].

• Multiple Configurations method
Generating many alternate configurations of the circuit at design 
time and reloading a particular configuration at run time when 
confronted with a fault [9].

• Multiple Configurations with Refurbishment Scheme
Generate a diverse population of circuit configurations utilizing 
alternative device resources and refurbish via Consensus Based 
Evolution [7].
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Fault-handling by promoting 
hardware configurations

At Design-Time:
• Generate a diverse set of functionally identical configurations 

utilizing alternate hardware resources in an FPGA, at design-
time.

At Runtime:
• These hardware-realizations are evaluated online by actual 

inputs of the circuit.
• The Circuits Similarity Graph (CSG)
• The pool is sorted using the PageRank algorithm, currently 

utilized by the Internet indexing procedures [1]

Fault Recovery: 
• The configurations having high rank are instantiated.
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Generating Diverse Configurations at 
Design-time

• Partition the circuit into various cells, the chip into tiles.
• Each cell contains multiple LUTs
• An initial location of the cell can be obtained from the post 

place-and-route circuit model -> The seed design configuration
• The cells are relocated to  different tiles in the chip to generate 

an alternate configuration.
• A diverse set of configurations is generated at design time 

utilizing alternate resources.
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Circuit-Similarity Graph

• The CSG is a graph G = (V,E,W), where V is the vertex set, E is 
the set of edges and W is the associated weight adjacency 
matrix.

• Each node (vertex) represents a particular circuit realization and 
the edge between nodes represents the similarity between 
circuits in terms of their output.

• For constructing the weight adjacency matrix W, for each entry 
the corresponding pair of the configurations are evaluated in a 
duplex manner.

• If a realized circuit’s output is consistently matched with the 
other circuits, we consider it more important than others and 
want to assign it a higher rank.

• Apply the PageRank algorithm to compute the rank score of 
each node in the graph. [1],[2],[11],[12]
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PageRank Algorithm

• S. Brin and L. Page developed the PageRank algorithm to rank 

the web pages on world wide web according to their importance.

• Successfully being employed by the Google search engine
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PageRank Algorithm (contd..)

• The importance of a webpage is based on a factor determined 

by the number of references made to it by other pages.

• Example:
Source - Wikipedia http://en.wikipedia.org/wiki/File:PageRanks-Example.svg
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probability of 
hitting the page C 
by random surfing 
is 34.3%

http://upload.wikimedia.org/wikipedia/commons/f/fb/PageRanks-Example.svg


PageRank Algorithm (contd..)
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Each element of the matrix 
corresponds to the discrepancy 
between a configurations pair



Simulation Setup

• Verilog HDL description of the MCNC benchmark circuits in 
Xilinx ISE

• Generated 100 alternate configurations for each benchmark 
circuit at design time.

• Then faults were randomly injected into the chip model and, for 
the z4ml circuit -> 86 circuit configurations affected thereby only 
leaving 14 designs fully functional.

• The CSG is built by evaluating a pair of circuits to a subset of 
random inputs of size 30.

• The normalized inverse of the difference in outputs is taken as a 
similarity measure.

• A sparse CSG instead of evaluating all exhaustive pairs
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Simulation Results

• The PageRank value of each 

circuit implementation identified 

by its configuration label

• Higher score configurations -> 

utilize fault free resources

• Preferred configurations can be 

readily differentiated using this 

technique.
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PageRank of different circuit configurations



Performance Comparison

14



A Simulation of the circuit 
operation

• The cumulative value of the 

absolute difference between 

outputs of the duplex circuit in 

each  evaluation window.

• Controller latency will depend on 

circuit operational frequency

• Adaptive identification of 

preferred configurations without 

additional test under actual 

runtime conditions.
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